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A B S T R A C T

Cloud computing is a method of providing various computing services, including software, hardware, databases,
data storage, and infrastructure, to the public through the Internet. The rapid expansion of cloud computing
services has raised significant concerns over their environmental impact. Cloud computing services should be
designed in a green manner, efficient in energy consumption, virtualized, consolidated, and eco-friendly. Green
Cloud Computing (GCC) is a significant field of study that focuses on minimizing the environmental impact and
energy usage of cloud infrastructures. This survey provides a comprehensive overview of the current state of
GCC, focusing on the challenges, strategies, and future directions. The review study begins by identifying
important challenges in GCC from practical implementations, identifying GCC-introduced environmental
protection and prevention initiatives, and expressing the demand for long-term technical progression. It
then addresses GCC’s primary concerns, such as energy efficiency, resource management, operational costs,
and carbon emissions, and categorizes implementations according to algorithms, architectures, frameworks,
general issues, and models and methodologies. Furthermore, enhancements in virtualization, multi-tenancy,
and consolidation have been identified, analyzed, and accurately portrayed to address the advancements
in GCC. Finally, the survey outlines future research directions and opportunities for advancing the field of
GCC, including the development of novel algorithms, technologies for energy harvesting, and energy-efficient
and eco-friendly solutions. By providing a comprehensive overview of GCC, this survey aims to serve as
documentation for further evolving new emerging technological approaches in the GCC environment.
1. Introduction

Sustainability and flexibility have become the most demanding
features in information and communication technology (ICT)-based
developments for users and developers. Consumption of energy is
increasing extensively in human’s entire lives due to these technologi-
cal developments [1]. The ICT-based developments create antithetical
impacts on the environment that incite green developments for im-
pairing intensified negative issues [2]. Present lives and future lives
are negatively and positively influenced by ICT. Environmental issues
are less considered due to the provided and achieved facilities of ICT.
ICT has a prominent field called cloud computing that is effectively
conscious about producing products that have fewer negative impacts
on the environment. Although it is not an entirely new technology, the
journey from distributed to cluster to grid to cloud computing has been
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completed. The rapid increase in Internet usage among the populace led
to the development of cloud computing [3].

The strategy of cloud computing involves providing computing
services, including software, hardware, databases, data, storage, and
infrastructure, to society through the Internet. It consists of inter-
connected, virtualized machines provisioned based on service level
agreements between service providers and customers, providing unified
computing resources [4]. Cloud computing has already taken off in
the IT sector due to the worldwide increase in Internet usage. Cloud
computing aims to offer services in a green manner that is efficient in
energy consumption and virtualized, consolidated, and eco-friendly [5].
However, there must be a basic motivation to protect the environment
and the entire ecosystem. A great number of hindrances belong to
developing a strategy related to ICT that is sustainable and effective
for the environment [6].
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Fig. 1. A general overview of the cloud computing environment.
Cloud computing is a cutting-edge approach that radically trans-
forms the methods of producing, pricing, and provisioning computing
services. In addition to local PCs and other Internet-connected devices,
it enables access to services that are housed in faraway data centers
demonstrated in Fig. 1. The cost of cloud services is determined by
how much is used by consumers all over the world. In the computer
industry, this notion of computing as a utility has long been aspired
to, but it is still in its infancy until the development of affordable
data centers, which will make this dream a reality [5]. A large-scale
distributed computing paradigm based on economies of scale, where
a pool of virtualized, dynamically scaled, managed computing power,
storage, platforms, and services are made available to external clients
through the Internet on demand [7]. Since data centers are the founda-
tion of cloud computing, the expansion of green data centers and the
development of green cloud computing (GCC) are closely intertwined.
Data centers accounted for 1.3% of all energy usage in 2010, according
to Koomey [7].

The percentage of total carbon dioxide (CO2) emissions from ICTs
is predicted to rise from 1.3% of global emissions in 2002 to 2.3% in
2020, according to a GeSI report [5], which is regarded as ‘‘one of
the most comprehensive and well-recognized snapshots of the Internet’s
energy demand at the global level’’. Researchers at Lawrence Berkeley
National Laboratory and Northwestern University created the Cloud
Energy and Emissions Research Model (CLEER), a modeling tool with
a focus on cloud computing and energy use [8]. Their model calculates
the energy savings from moving local network software and computing
onto server farms. According to the findings, switching all US corporate
users to cloud computing may cut the primary energy footprint of
email, productivity software, and customer relationship management
software by as much as 87%. Even though the model does not account
for all the factors, it can nevertheless help promote energy efficiency in
the data centers owned by Internet corporations [7]. It might guarantee
an improvement in energy transparency and enlighten customers so
they can select the best offer. If data centers are constructed under
the green computing principle, the advantages of cloud computing for
environmental conservation will be more substantial. Building a data
center is the prime action related to cloud computing. Developing a
green data center is a staple task for implementing GCC technology.
2 
Foster, who represents academia, emphasizes several technological as-
pects that set cloud computing apart from other distributed computing
models [8]. For instance, computational entities are virtualized and
provided as services, and the economies of scale are what dynami-
cally drive these services. Various existing research implementations
demonstrated how GCC has diminished the negative influences on
environmental issues [9].

GCC is the term for sustainable and ecologically friendly cloud
computing methods [10]. The goal of cloud computing along with GCC
is frequently to lessen the negative environmental effects of information
centers and IT facilities [11]. Conventional data centers use a lot of
energy to run their servers and cool them. In general, the cost of
a data center along with its carbon-di-oxide footprint is tremendous.
The subject can be measured concerning power costs of about 0.12
$ per kW/h, cooling requirements of about 0.120 $ per kW/h, con-
sumption of energy of about 0.150 $ per kW/h, security along with
maintenance of about 20k $ per Rack/year, and 100k $ 1 person
per 1k servers/year [12]. Additionally, the carbon footprint can be
measured regarding coal at about 2.21 pounds/KWh, petroleum at 2.11
pounds/KWh, and natural gas at 0.92 pounds/KWh [12]. In a nutshell,
the complete cost behind the data center is about 960,000 $ and the
average carbon footprint yearly is about 13.27M pounds (5.7M in coal,
4.9M in petroleum, and 2.67M in natural gas) [13]. This huge amount
of cost and carbon threat can be mitigated by green architecture-based
data centers in GCC technology [14].

By using energy-efficient technology, cutting-edge cooling methods,
along alternative sources of energy for data centers, GCC seeks to
minimize energy consumption and lower the carbon footprint alto-
gether [15]. The energy efficiency of data facilities can be affected by
their location. To reduce its negative environmental effects, GCC takes
into account variables including climate, accessibility to energy from
renewable sources, and resource-efficient construction techniques [16].
GCC takes into account the ethical recycling and disposal of electronic
garbage, or ‘‘e-waste’’, [17] produced by outdated gear [18]. In the
literature, the areas of applications of GCC include education, ICT,
manufacturing, financial data availability services, data centers, smart
city planning, telecommunications, utilities, energy, and so on on [19–
22]. An estimation of the requirement of GCC according to the urgency
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Fig. 2. An estimation of urgency in sundry application areas of GCC.
consideration in various application areas has been prepared by ana-
lyzing a good number of literature works regarding the application of
GCC [13–25], which is depicted in Fig. 2. This entails using appropriate
recycling techniques to lessen the negative effects of technology on
the surroundings. GCC has introduced the CLEER [10,26] model that
measures energy consumption along with energy savings. GCC has also
mentioned a few principles that ensure transparency, efficiency, and
performance that reduce environmental issues extensively [11].

GCC involves the use of environmentally friendly data centers that
efficiently utilize energy. It upholds environmental sustainability by
effectively balancing the cost-and-benefit ratio, adhering to green ICT
principles, minimizing energy consumption, reducing e-waste and car-
bon dioxide emissions, ensuring information availability, and promot-
ing awareness of environmental guidelines. The purposes and contribu-
tions of this literature review are:

• We provide a novel taxonomical analysis of the key areas of
focus in GCC by categorizing the existing literature obtained from
research publications.

• Our objective is to offer precise definitions of the research ques-
tions that occur in developing GCC systems and then explore
possible answers.

• Investigating the potential of Energy Harvesting technologies in
minimizing energy usage in GCC environments to produce eco-
friendly solutions.

• Identifying the further improvements areas of virtualization,
multi-tenancy, and consolidation to cope with the progress of
GCC.

• Delineating the challenges, concerns, and recommendations for
future research endeavors aimed at creating sustainable cloud-
based solutions.

The rest of the paper has been organized as follows: Section 2 repre-
sents a general overview of cloud computing. The trends and status of
GCC have been presented in Section 3. Section 4 presents an approach
of survey methodology. Challenges in GCC have been introduced in
Section 5. Subsequently, Section 6 introduces existing strategies and
solutions regarding the available challenges. Section 7 proposes sundry
future research directions with detailed executable research propo-
sitions. This section also appraises the impact of sundry potential
emerging technologies relevant to GCC. Consecutively, a conclusion has
been represented in Section 8.
3 
2. General overview on cloud computing

Cloud computing has become a dynamic and sophisticated tech-
nology by providing supporting resources for computation, accumu-
lating large data, and highly accurate computation capabilities [15].
It utilizes virtualization to develop an adaptable environment, dimin-
ish the dependency on physical resources, and build a parallel, grid,
and distributed computing with microservice architecture [16]. Cloud
computing technology is developing hardware and software aspects
from various perspectives. The main facilities and features of cloud
computing technology are that it offers encyclopedic and global fea-
tures, a huge universe of data, the ability to scale, better service,
and consumption-oriented views [17]. All of the mentioned facilities
and characteristics must be ensured and provided. Computing devices
are virtualized, dynamic, interconnected, parallel with each other,
and provisioned with progressive attitudes. However, the computing
devices are presented as a distributed, unified resource computing
system. Cloud computing offers integrated and available technologies
or resources as services [18,26].

The five essential traits of cloud computing explain their rela-
tionship to and distinction from traditional computing, including on-
demand self-service [27]: Without having to speak to the service
provider directly, the customer can provision or unprovision services
as needed; Broad Network Access [28]: It has network capabilities, and
access is made through a regular technique; Resource Pooling [29]:
Using a multi-tenant model, the provider’s computing resources are
pooled to service numerous consumers based on their demands; Rapid
Elasticity [30]: Services can be deployed quickly and elastically; Mea-
sured Service [30]: By giving the type of service a metering capa-
bility, cloud computing platforms automatically check and optimize
resource utilization (e.g. storage, bandwidth, processing, or active user
accounts) [31].

There are various services such as Functions as a Service (FaaS),
Software Resources as a Service (SaaS), Backup Architecture as a
Service (BaaS), Security as a Service (SECaaS), Platform Resources as a
Service (PaaS), Desktop as a Service (DEaaS), Data as a Service (DaaS),
Infrastructure as a Service (IaaS), Code as a Service (CaaS), Network as
a Service (Naas) and so on [31–33]. A general representation of cloud
computing services has been depicted in Fig. 3.

The cloud computing environment must have a smart and sophis-
ticated topology that will ensure the comparatively highest degree
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Table 1
Urgency of GCC in accomplishing various prominent objectives.

Goals Description

Recycling GCC offers a reuse mechanism in improving the management of e-waste. GCC also minimizes detrimental and unfriendly influence on
the environment by enhancing the usage of biodegradable components and diminishing the usage of non-biodegradable components
[40,41].

Virtualization GCC offers a reconstruction of assorted hardware components for promoting proficient resource management in utilization. It helps
generate virtualized mechanism and diminish dependency on servers [40,42,43].

Efficiency in algorithmic
approaches

GCC introduces an assorted algorithmic approach in resource allocation for program execution. These algorithms maintain features
identification of resources corresponding to requirements at reasonable period [42,43].

Cost effectiveness GCC paves agility in workload and lessens costs at resource centralization [23,42].

Capability enhancement of
remote jobs

GCC avoids reserving physical office infrastructures and promotes an environment of remote work through diminishing significant
impact of carbon [40,42,43].

Empowering companies in
sustainable development

GCC can be helpful by offering green architecture-based data center that will save from greenhouse outpouring about 650M metric tone
in the next time [23,43].
Fig. 3. A general overview of services offered by cloud computing.

of scalability, flexibility, and accessibility. Depending on this feature,
cloud computing can be categorized as public cloud, private cloud,
high computing cloud, hybrid cloud, and community cloud [34,35].
SaaS, DEaaS, and SECaaS are for end users, whereas IaaS, PaaS, CaaS,
DaaS, and others are for vendors of various virtualized software and
its developers [36,37]. The specialty of IaaS is to provide offers re-
lated to energy efficiency. SaaS generally offers a significant benefit to
environment-related protections [38]. It also provides virtualized green
software resources, green data centers, and less equipment-based data
centers, sharing, and centralization [21]. PaaS offers optimization on
scheduling, energy level, and compilation. All the services in the GCC
environment are highly conscious of environmental issues to protect
the environment [22,39]. Moreover, GCC has been urgent nowadays
to accomplish assorted goals in terms of virtualization, recycling, algo-
rithmic proficiency, and cost-effectiveness, capability enhancement of
remote jobs, empowering companies in sustainable development [23,
40,41]. The urgency of GCC in terms of sustainable development has
been described succinctly in Table 1. According to the literature [13,20,
21,40,42–44] all that mentioned urgency as goals should be achieved
in the real world application areas of GCC significantly illustrated at
the Fig. 2. Cloud computing is highly convenient for all sorts of users
due to its dynamic features and flexibility. It reduces the utilization
of hardware and software-related resources extensively and minimizes
the cost along with the emission of carbon dioxide [45]. Hence, e-
waste is diminishing, and energy efficiency is increasing gradually. In a
nutshell, cloud computing offers a high-configuration environment with
enormously required resources, provides storage with higher capacity,
and ensures computing with absolutely higher performance [22,46].

3. Trends and status of GCC

Due to the attention that green computing is receiving from the

computing world, there is a growing interest in researching how cloud

4 
computing affects the environment [47]. It was a response to the
Gartner report [26], which suggested that the worldwide ICT sector
contributed about 2% of the world’s CO2 emissions. In 2009, Liu
et al. introduced GreenCloud, a brand-new design that claims to lower
data center power consumption [45]. However, the need to discover
ways to reduce data center energy use is even older and has grown
since 2009. For the development of GCC, these studies were crucial
[48]. Actual and future GCC is based on green data centers, which
maximize energy efficiency while minimizing CO2 emissions and e-
waste, not just for ICT equipment but for all environmental factors
(building, lighting, cooling, etc.) [9]. Green computing encompasses
more than just how much power computers use. In addition to other
environmental concerns like CO2 emissions, (e-)waste management,
and resource consumption, it also covers the energy used by networks
or cooling equipment [3]. In this situation, there are divergent research
interests in green computing. They started by looking at how ‘‘sus-
tainable’’ and ‘‘cloud computing’’ relate to one another. The rise in
environmental awareness and the widespread use of cloud computing
had an impact on the development of this research. Except for 2013,
Fig. 4 shows the rise in interest in GCC in academic publications
between 2009 and 2016 [49]. On the other hand, GCC holds a num-
ber of taxonomies and all are engaged with environmentally friendly
behaviors. The taxonomies are inextricably responsible for sustainable
cloud architecture [20,45,49]. This research has introduced 6 univer-
sally acknowledged and prominent taxonomies in Fig. 5. However,
other taxonomies of GCC are — Data Privacy, Enhancement of Secu-
rity, Compliance of Regulatory, Sustainable and Compatible Software
Application Development, and so on [20,45,49].

In Fig. 5, minimum 5 branches have been introduced of all 6 tax-
onomies, and the utilization of taxonomies is profoundly found in the
fields of education, ICT, manufacturing, financial data availability ser-
vices, data centers, smart city planning, telecommunications, utilities,
energy and so on [19–22]. Energy efficiency is tremendously crucial
for data centers [50,51], resource management promises to optimal
resource distribution based on request, and improves the performance
of resource sharing [51,52]. Operation-based costs diminish expenses
regarding infrastructural maintenance, and server dependency [52,53].
As a regulatory and obligatory requirement, Carbon-di-Oxide can be
considered to accomplish the sustainable motives [52,54], while En-
ergy harvesting can be an anchorage to mitigate the dependency on
energy that is formed from the geological substances [51,55]. E-waste
introduces disposal of reuse and recycling of wastages [51,56]. Even-
tually, the taxonomies offer an initiative for accomplishing business
requirements as well as universal sustainability.

The community that is engaged with computing is highly interested
in understanding the impact of cloud computing and GCC on the envi-
ronment [15]. Gartner et al. [26] did an estimation that mentioned that
all the industries related to ICTs globally accounted for 2% emission of
carbon dioxide. An efficient architecture named GreenCloud [9] has
been introduced that decreases the consumption of power or energy
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Fig. 4. Prominent focus areas of GCC.
Fig. 5. Introduction to Green Cloud Computing (GCC) taxonomy and branches.
rom data centers. This study focuses on the relationship between
ustainability and green behavior-based cloud computing [9]. The in-
erest has grown due to the increment in cloud computing utilization
rom 2009 to 2021, based on academic literature perspectives [57,58].
n general, GCC has several prominent focus domains [59] that are
rucial and comparatively more effective, such as virtualization: a
echanism of sharing hardware resources for an enormous number

f digital environments that are distinct [23], Replica Management:
n enhanced architecture for sharing concurrent resources, avoiding
edundancy [60], Energy Scaling: a service to dissociate the power
uring utilization [23], and sustainability of Power: a provisioning
pproach to fulfill the present demands [61]. A depiction of the focus
reas of GCC has been generally represented in Fig. 4.

This succinct literature review has categorized GCC into five sectors:
lgorithms, Architectures, Frameworks, General Issues, and Models
ith Methods [49–64]. A few of the solutions related to environ-
ental issues have been addressed, such as energy efficiency, effi-

ient resource manipulation and management, reducing operational
osts, and reducing emissions of carbon dioxide. All of those facts and
ategories are interrelated to solve environmental issues [49–64]. A
apping of key issues and challenges with relevant implementations

etween the sectors and taxonomies has been decorated in Table 3.
e have listed all implementations and solutions in abbreviated form
o reduce space complexities. The Energy Efficiency has been mapped
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with Algorithms [21,22,49] named Frequency Scaling and Dynamic
Voltage (FSDV), Earliest Deadline First (EDF), Task Scheduling Algo-
rithm (TSA), Best-Fit Decreasing (BFD), Green Load Balancer (GLB).
Architectures [19,20] named Micro Data Centers (MDC), and Hyper-
Converged Infrastructure (HCI). Frameworks [40,42] named Green-
Cloud, CloudSim, OpenNebula. General Issues [42,43] called Trade-offs
Between Performance and Energy Efficiency (TPEE), Complexity of
Energy Management (CEM), Limited Scalability of Energy-Efficient So-
lutions (LSEES), Integration with Legacy Systems (ILS). Models with
Methods [10–12] named Power-Aware Best-Fit Decreasing (PABFD),
Green Networking Protocols (GNP), Adaptive Resource Management
(ARM) [12,20,21,49].

Similarly, the resource management has been mapped with Algo-
rithms [1,2], named Weighted Round Robin (WRR), First-Fit Decreas-
ing (FFD), Genetic Algorithms (GA), Ant Colony Optimization (ACO).
Architectures [1,2,43] such as Federated Cloud (FC), Hypervisor-Based
Architecture (HBA), Multi-Tier Cloud Architecture (MTCA). Frame-
works [19,22] named Apache Mesos, OpenStack, Kubernetes. General
Issues [22,43] like Resource Over-Provisioning and Under-Provisioning
(ROPUP), Scalability Challenges (SC), Heterogeneity of Resources
(HoR), Inter-Resource Dependency (IRD). Models with Methods [3,22,
43] such as Stochastic Models (SM), Heuristic Based Scheduling (HBS),
Metaheuristic Algorithms (MHA), Thermal Aware Models (TAM), Adap-

tive Threshold Based Models (ATBM).
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Table 2
Classification of numbers of papers identified in international database.

Category Survey focus

Years Total
surveys

Energy efficiency Resource
management

Operation based
costs

Carbon-dioxide
emission

Energy harvesting

Algorithms 2012–2023 178
[37]

Fully-concerned Fully-concerned Fully-concerned Fully-concerned Not concerned

Architectures 2014–2023 132
[62]

Fully-concerned Fully-concerned Fully-concerned Not-concerned Not concerned

Frameworks 2011–2022 162
[63]

Fully-concerned Fully-concerned Fully-concerned Fully-concerned Not concerned

General issues 2015–2023 212
[35]

Fully-concerned Fully-concerned Fully-concerned Fully-concerned Not concerned

Models with methods 2009–2023 223
[60]

Fully-concerned Fully-concerned Fully-concerned Fully-concerned Not concerned
Table 3
Mapping of key issues and challenges with relevant implementations.

Attributes Algorithms Architectures Frameworks General issues Models with methods

Energy efficiency FSDV, EDF, GLB,
TSA, BFD

MDC, HCI GreenCloud, CloudSim,
OpenNebula

TPEE, CEM,
LSEES, ILS

PABFD, GNP, ARM

Resource management WRR, FFD, GA, ACO FC, HBA, MTCA Apache Mesos, OpenStack,
Kubernetes

ROPUP, SC, HoR,
IRD

SM, HBS, MHA, TAM,
ATBM

Operation-based costs DPA, BCS, DMS,
SIO, CELB

SRP, IM, MCS, SDDC ACE, ACM, GCBR, FOF,
RST, CGF, ACS, OSCMM

CC, ROP, CVT, VLI CPM, ABC, CSM, TCO, RoI,
TPM

Carbon-di-oxide emission CASA, GS, CALB,
RCA, LCA, CIM,
EPCA

REI, EECS, MDC, DCA,
LPH, SI

CFMS, SRT, GMT, ECO2C,
OSEME, GPF

MRC, ESD, DWE,
BPE, DTE

CEFM, RTCEM, OCM,
CTM, MOOM, FLM,
CARMM

Energy harvesting TSF, SA, DTS, BMA,
EBA, ERA

HES, MI, EHS, EANA,
DEHS, SEHM, DEM, EHC

GE, PC, RCC, EH-IoT, EE,
SDC, Eco-Cloud

IES, ESL, CoI, EPU PVM, ERM, MOOM

E-waste management LAA, UPA, RSA,
MRA, DRO, WSA

MHD, CCD, GPP, RLN,
CRN, DEM

GITG, LMF, CEF, EMF,
EAF, EDITH

CoR, TO, DSC, EB MFA, ESM, EoLM, CLSCM,
TBRM, MCDM, MRO
The operation-based costs have been mapped with Algorithms [10,
1,40] such as Dynamic Pricing Algorithms (DPA), Budget-Constrained
cheduling (BCS), Deadline-Monotonic Scheduling (DMS), Spot In-
tance Optimization (SIO), Cost-Effective Load Balancing (CELB). Ar-
hitectures [10,42,43] named Shared Resource Pools (SRP), Isolation
echanisms (IM), Microservices (MCS), Software-Defined Data Center

SDDC). Frameworks [19,20] such as AWS Cost Explorer (ACE), Azure
ost Management (ACM), Google Cloud Billing Reports (GCBR), FinOps
ramework (FOF), Right-Sizing Tools (RST), Cloud Governance Frame-
orks (CGF), Apache CloudStack (ACS), OpenStack Cost Management
odules (OSCMM). General Issues [10–12] like Cost Complexity (CC),
esource Over-Provisioning (ROP), Cost Visibility and Transparency
CVT), Vendor Lock-In (VLI). Models with Methods [25,65,66] such as
ost Prediction Models (CPM), Activity-Based Costing (ABC), Charge-
ack and Showback Models (CSM), Total Cost of Ownership (TCO),
eturn on Investment (RoI), Tiered Pricing Models (TPM).

The Carbon-di-Oxide has been crucially mapped with Algorithms
10,65,66] such as Carbon-Aware Scheduling Algorithms (CASA),
reen Scheduling (GS), Carbon-Aware Load Balancing (CALB), Re-

ource Consolidation Algorithms (RCA), Life Cycle Assessment (LCA),
arbon Intensity Metrics (CIM), Energy-Proportional Computing Al-
orithms (EPCA). Architectures [40,42,65], like Renewable Energy
ntegration (REI), Energy-Efficient Cooling Systems (EECS), Modular
ata Centers (MDC), Decentralized Cloud Architecture (DCA), Low-
ower Hardware (LPH), Scalable Infrastructure (SI). Frameworks [10,
0,43] such as Carbon Footprint Management Systems (CFMS), Sustain-
bility Reporting Tools (SRT), GreenMetrics Tools (GMT), ECO2Clouds
ECO2C), OpenStack Energy Management Extensions (OSEME), Green-
ower Framework (GPF). General Issues [19,20,40,43] like Measure-
ent and Reporting Challenges (MRC), Energy Source Dependency

ESD), Dynamic Workloads and Emissions (DWE), Balancing Perfor-
ance and Emissions (BPE), Data Transfer and Emissions (DTE). Mod-

ls with Methods [25,65,66] called Carbon Emission Factor Models
CEFM), Real-Time Carbon Emission Models (RTCEM), Offset Calcu-
ation Models (OCM), Carbon Trading Models (CTM), Multi-Objective
6 
Optimization Models (MOOM), Full Lifecycle Models (FLM), Carbon-
Aware Resource Management Models (CARMM).

Similarly, the energy harvesting has also been mapped with Al-
gorithms [20–22] such as Time Series Forecasting (TSF), Stochastic
Algorithms (SA), Dynamic Task Scheduling (DTS), Battery Management
Algorithms (BMA), Energy Buffering Algorithms (EBA), Energy Rout-
ing Algorithms (ERA). Architectures [21,22,40], like Hybrid Energy
Systems (HES), Microgrid Integration (MI), Energy Harvesting Sensors
(EHS), Energy-Aware Network Architecture (EANA), Distributed En-
ergy Harvesting Systems (DEHS), Scalable Energy Harvesting Modules
(SEHM), Decentralized Energy Management (DEM), Energy Harvesting
Controllers (EHC). Frameworks [21,43] such as GreenEnergy (GE),
Power-Cloud (PC), Renewable Cloud Computing (RCC), Energy Har-
vesting IoT (EH-IoT), Energy Extensions (EE), Sustainable Data Center
(SDC), Eco-Cloud. General Issues [10–12] like Intermittent Energy
Supply (IES), Energy Storage Limitations (ESL), Cost of Implementation
(CoI), Energy Prediction Uncertainty (EPU). Models with Methods [10,
11,40], such as Photovoltaic Models (PVM), Energy Routing Models
(ERM), Multi-Objective Optimization Models (MOOM).

Moreover, the E-Waste management has been mapped with Algo-
rithms [10,11,40] named Lifecycle Analysis Algorithms (LAA), Usage
Pattern Analysis (UPA), Resource Sharing Algorithms (RSA), Mate-
rial Recovery Algorithms (MRA), Disposal Route Optimization (DRO),
Waste Sorting Algorithms (WSA). Architectures [12,42,43] like Mod-
ular Hardware Design (MHD), Cradle-to-Cradle Design (CCD), Green
Procurement Policies (GPP), Reverse Logistics Networks (RLN), Col-
laborative Recycling Networks (CRN), Decentralized E-Waste Manage-
ment (DEM). Frameworks [25,65,66] such as Green IT Governance
(GITG), Lifecycle Management Frameworks (LMF), Circular Economy
Frameworks (CEF), E-Waste Minimization Frameworks (EMF), E-Waste
Auditing Frameworks (EAF), Eco-Design for IT Hardware (EDITH). Gen-
eral Issues [10,12,21,40,42,43] such as Complexity of Recycling (CoR),
Technological Obsolescence (TO), Data Security Concerns (DSC), Eco-
nomic Barriers (EB). Models with Methods [12,21,22,25,65] like Mate-
rial Flow Analysis (MFA), E-Waste Stream Mapping (ESM), End-of-Life
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Models (EoLM), Closed-Loop Supply Chain Models (CLSCM), Take-
Back and Recycling Models (TBRM), Multi-Criteria Decision Models
(MCDM), Material Recovery Optimization (MRO).

Effective resource management will improve the performance of
cloud computing by reducing costs, e-waste, and energy consumption.
Resource management in GCC refers to the use of diverse, geographi-
cally dispersed resources to fulfill client demands with the least amount
of environmental harm [37]. Thankfully, several things that help cloud
computing providers also help the environment. For instance, cutting
back on energy use will save prices for service providers while also
lowering CO2 emissions [36]. Five necessary characteristics of cloud
computing explain its relation and difference from traditional comput-
ing, such as On-demand-self-service: The consumer can provision or un-
provision the services when needed, without human interaction with
the service provider [48], Broad Network Access: It has capabilities
over the network and access done through standard mechanisms [20],
Resource Pooling: The computing resources of the provider are pooled
to serve multiple consumers using a multi-tenant model [24], with
various physical and virtual resources dynamically assigned depending
on consumer demand [44], Rapid Elasticity: Services can be rapidly
and elastically provisioned [67], Measured Service: cloud computing
systems automatically check and optimize resource usage by providing
a metering capability for the type of service (e.g., storage, bandwidth,
processing, or active user accounts).

Table 2 represents the impacts of the categories or approaches on
the solutions from the year 2009 to the year 2023. Along with the
numbers of the published papers that have been mentioned for or as
compared to the solutions from 2009 to 2021 [21–48,50–67]. Table 2
introduces the names of sectors corresponding to the taxonomies and
available related studies. However, Table 3 mentions the challenges,
general and key issues, relevant algorithms, frameworks, architectures,
models, and methods as solutions to each challenge of each sector
corresponding to each taxonomy. This investigation has confirmed that
most of the studies have been strongly emphasized or fully concerned
with energy efficiency, resource distribution management, reducing
operational costs, and diminishing the reduction of carbon dioxide.
All the existing literature mentions that GCC must ensure the above
features with its flexibility, reliability, sustainability, scalability, and
performance.

4. Survey methodology

In this state-of-the-art survey-based investigation, a few of the exist-
ing approaches have been criticized considering their implementations,
methodologies, data, findings, contributions, and limitations. In addi-
tion, this research has provided an effort to generate some research
questions on GCC by considering the research gap between the existing
approaches and methodologies. Moreover, a critical analysis has been
explained on the existing literature to figure out the research gaps, and
an elucidation has been provided to highlight the deficient subjects in
the current research. This analytical elucidation has been performed as
a mapping of contributions through this survey corresponding to the
identified research gaps.

4.1. Selection of the studies

This research has tried to perform a systematic survey on GCC to
accomplish the mentioned contributions. In terms of selecting relevant
studies for this review, a standard methodology has been followed. All
the included steps have been depicted in Fig. 6.

During the selection of the relevant studies for this systematic re-
view implementation, the researchers considered a total of 397 papers,
and among them, 206 papers were excluded. After considering 191 as
the scanned records, a total of 41 papers had been completely excluded
from the study. Then the researchers performed an eligibility evalua-
tion on a total of 150 records and excluded about 56 papers due to
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irrelevancy, design issues, and incompleteness. To ensure high-quality
selection, an evaluation of methodological quality was performed on a
total of 94 records and excluded a total of 23 records based on improper
comparisons, limited findings, and theoretical discussion. Eventually,
this research will have a total of 71 records relevant to GCC for this
systematic review. The general outcome of this selection mechanism
is to ensure that all the selected studies are relevant to GCC. In
addition, high-quality studies relevant to fulfilling the mentioned con-
tributions, challenges, future directions, and research questions have
been included in this proposed systematic survey.

4.2. Critical analysis on research gaps and survey contribution

This research has mentioned and introduced a total of 5 contri-
butions by considering current literature and state-of-the-art studies.
Considering the current studies and implementations, this research has
provided an effort to introduce the significant taxonomies of GCC.
Moreover, 5 crucial sectors, along with their challenges, models, algo-
rithms, methods, issues, and frameworks have been categorized indeed
to recognize the research gaps in the current studies about GCC. Next,
this research offers a total of 7 research questions as research gaps
from the current studies to explore demanded advancements for en-
hancing the GCC technology to achieve sustainable computation and
ongoing developments in the field of GCC against dealing with cur-
rent challenges and general issues. This research has investigated the
advancements of minimization in energy utilization through a crucial
and sophisticated factor called energy harvesting. This research has
also introduced the potential inspection of energy harvesting to offer
eco-friendly solutions as a research gap in energy utilization for GCC.

Later, the challenges in Green Cloud Computing (GCC) have been
integrated to criticize significant challenges relevant to GCC. This
criticism has introduced numerous general issues, and concerns as
research gaps for future research commencement. This research offers
elaborate propositions and personalized architectures corresponding to
the available challenges as future research directions. In addition, an
investigation of the potential influence of the emerging technologies in
GCC has been elucidated as a research gap simultaneously.

Eventually, the current survey-based implementations on GCC have
a lack of taxonomical analysis of the key areas of GCC, offering promi-
nent research questions regarding the advancements of GCC technol-
ogy, presenting personalized propositions and architectures on chal-
lenges relevant to GCC, and investigation of impact analysis of emerg-
ing technologies on GCC. This proposed succinct state-of-the-art sur-
vey has mitigated mentioning all of these deficiencies required for
the sophisticated development in GCC for accomplishing sustainable
objectives.

4.3. Research questions

This survey has compiled a substantial amount of papers about GCC
and has conducted a thorough analysis of these studies of exceptional
quality. The primary method for attaining the aforementioned contribu-
tion is to establish seven pertinent research inquiries using this survey
investigation. Each of these questions has been carefully selected to
ensure a comprehensive study that will facilitate an accurate appraisal
of the indicated contributions. The inquiries are as follows:

• What are the prominent advancements in GCC, and how do those
advancements cope with the earlier approaches?

• What are the effective and efficient implementations in the GCC
area?

• What are the staple challenges the researchers encountered while
developing GCC areas?

• What are the energy-efficient mechanisms against the utilization
of machine learning, computing systems, and artificial intelli-
gence systems?
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Fig. 6. Selection process of studies for the proposed systematic review.
• What are the implementations kept in the ongoing development,
and how are they becoming the most demanding and promising?

• What are the sustainable impacts of GCC on energy harvesting
and eco-friendliness?

• What are the issues encountered in virtualization, multi-tenancy,
and consolidation due to the advancements of GCC?

4.4. Reviewing state-of-the-art methodologies

By employing environment-conscious and energy-efficient tech-
niques, GCC aims to reduce the detrimental consequences of cloud
computing on the environment. The expanding ubiquity of cloud com-
puting is driving up the number of data facilities, which are major
energy consumers. Concerns regarding the growing implications of
cloud computing on the environment have arisen as a result. In this
sub-section, some of the existing methodologies have been reviewed to
summarize an outlook on GCC technology.

To improve the database storage space in green data centers,
A. Kiani et al. [65,66] employed storage space optimization mecha-
nisms. The proposed models mine and exploit functional correlations in
datasets to minimize the storage requirement for particular data. The
implementation result indicates that a multilevel table arrangement is
better than a pure relationship table structure to store examples in the
proxy mappings.

In addition to combining the infrastructure for information tech-
nology and power supply, the design of the electrical infrastructure
made use of primary power sources like solar and wind turbines, and
an algorithm was presented by Y. Wu et al. [66,68] to determine
the number of IT servers that would be required to develop such an
arrangement.

To solve issues like central location and lowering energy costs and

consumption, T. C. Patil et al. [69] did experiments in green data
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centers using peppermint and optical cloud computing networks. They
also came up with the idea of a cloud network that lets virtual machines
move around.

To provide green power, Y. Jin et al. [66,70], created an integrated
fuel cell technology and suggested a combined gas turbine and solar PV
system with a combination of fuel cell technology based on compressed
natural gas (CNG). The authors used sequestration to lower emissions
of carbon dioxide.

E. Baccour et al. [71] found that energy usage can be minimized
by combining functions from multiple services onto one machine and
putting down dead servers. The researchers utilize an empirical method
to quantify the power consumption of servers with different configu-
rations while addressing the influence of computer virtualization on
energy consumption.

S. Yan et al. [72] suggested an approach that would merely maintain
the starting point, their final destination, and important communication
notes active, lowering energy usage with a minor performance trade-
off. They also offered a power-aware navigation algorithm with an NS-3
simulator.

To improve network-wide energy efficiency M. Chamkhari et al.
[25] introduced the energy-efficient Greenway solution along with
an approach for optimizing routing and the deployment of virtual
machines in topologies that can adapt to changes. GreenWay uses less
energy while achieving better flow effectiveness.

L. Xu et al. [38] developed an optimization-based revenue-maxi-
mizing strategy for massive amounts of data centers that allowed the
assessment of profitability in both situations involving and excluding
renewable producers. They also offered a profitability-maximizing and
energy administration system. To minimize cloud computing energy us-
age and to optimize provider revenue while reducing carbon emissions,

D. Li et al. [73] devised a framework for managing cloud computing.
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Along with designing a system that organizes traffic streams in time
dimensions that range and lets them flow only by occupying the con-
nection bend and its routing method parts, H. Lei et al. [74] also came
up with three good representations of data center topologies. A flow
scheduling method known as EXR has been developed that can lower
average flow completion times and network electricity consumption.

Regarding energy-efficient scheduling, M. Uddin et al. [75] cre-
ated a multi-objective co-evolutionary process. They also suggested
OL-PICEA-g, which employs smart time as well as the extended oppo-
sitional best learning technique, as a way of organizing multi-objective
tests to minimize energy usage and increase task fulfillment with energy
from renewable sources. To recognize and organize the vectors of data
centers into four quantifiable categories and assess their effectiveness
with efficacy, X. Hu et al. [76], established vectors in the tire-level
information center. The data center’s performance can be assessed us-
ing additional power consumption effectiveness findings. To maximize
electrical consumption, ICT operations, and data center component
tracking, a real-time energy monitoring framework has been developed
that could assist with job shifting and power reduction.

A. C. Ammari et al. [77] proposed a time-aware multi-application
task scheduling technique to address the constrained nonlinear op-
timization problem and the challenge of maximizing profits. For all
accepted jobs, a combination of meta-heuristic-based techniques is
proposed that fulfills delay restrictions. T. Yang et al. [78] suggested
a revolutionary center electrical management architecture that can
reduce the data center’s running costs to address power changes, the
volatility of renewable energy sources, and the need to prolong the life
of UPS systems.

W. Shu et al. [79] introduced an improved clonal decision-making
algorithm that meets service level agreements, emphasizes the data
center’s energy savings, and offers better reaction times and makespan.
Additionally, W. Yue et al. [80] introduced an energy-efficient re-
source planning algorithm based on expense and power consumption
representations in the context of cloud computing.

S. R. Husseia et al. [81] developed an unpredictable virtual com-
puter deployment with constant and stochastic requirements on a
cloud environment that utilized 200 servers. The operation of vir-
tual machines is influenced by both predictable and random require-
ments. MEAGLE [81] reduces the required number of servers and of-
fers a probability-based guarantee of having sufficient resources avail-
able. To oversee the cloud-based resource systems automatically, K. I.
Giridas et al. [82] presented an automated performance and power
administration tool that uses simulated discrete events. The authors
also proposed a framework that would decrease quality of service
infringements, lower energy consumption, and spontaneously adapt to
workload variations over time.

Y. Lu et al. [83] presented an optimal resource allocation technique
to reduce the probability of evaluation loss. The resource allocation
method is ideal for processing dispersed resources and connections
that occur on an hourly basis. An energy-efficient work scheduling
technique called load re-balancing optimization algorithm is proposed
to address the energy consumption problem in GCC, aiming to reduce
electricity usage. H. M. Lee et al. [29] developed optimal allocation
methods, including performance analysis, for distributing computing
resources on cloud platforms. In their work, resources are allocated
according to performance analysis to improve research usage without
compromising the time spent managing a large number of inquiries.
The cloud service vendors introduced an integrated optimization frame-
work that enhances concurrency to boost network dependability and
energy utilization in data center buildings at the same time [29].
L. A. Rocha et al. [84] developed strategies and computations for
managing data center energy to decide on the allocation, distribution,
and selection of virtual machines for migration. An FRBS electronic
machine positioning policy based on a fuzzy logic waste reduction
algorithm has been suggested, capable of increasing efficiency by 40%

in comparison to alternative regulations.
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5. Challenges in Green Cloud Computing (GCC)

GCC encounters several difficulties in juggling the demands of con-
temporary computing with environmental sustainability. Data centers
require immense power energy, and necessitate uplifted architectures
for enhancement and optimization [25,65,66]. Designing dynamic ap-
proaches regarding available resource allocations against the generated
requests is another crucial challenge in terms of GCC [85]. Managing
less operational costs except avoiding compromise in achieving sus-
tainable objectives is challenging due to the failure of implementing
multi-objective oriented optimal architectures [85,86].

The increment of carbon footprint naturally due to the opera-
tions in GCC becomes an alarming challenge, and integration of en-
ergy harvesting mechanisms to minimize the detrimental influences
of carbon-di-oxide for mitigating the challenge causes an economic
barrier. A massive dependency on hardware resources causes e-waste
production, and managing disposal of e-wastages through recycling
frameworks causes difficulties due to tremendous number of obsolete
components [29,57,63,87]. Eventually, green schemes and practices
can be annihilated through rising these challenges due to the deficiency
of standardized guidelines and optimal frameworks [29,57,63,85–87].

An analytical elucidation on challenges in GCC according to the
taxonomical categories has been decorated in Table 4. The table to-
tal contains 17 challenges on GCC, corresponding to 6 taxonomies.
This elucidation efforts to introduce detailed, analytical, and exten-
sive knowledge regarding each challenge. The taxonomy named en-
ergy efficiency involves optimized usage of energy in data centers
for cloud workload parity maintaining performance developing sophis-
ticated cooling methods, and incorporating renewable energy as an
alternative to traditional energy utilization.

In addition, the resource management is engaged with the efficient
allocation of resources corresponding to the dynamic responses of
requests from executions handling the heterogeneous composition of
demanding resources, managing and identifying general issues of scal-
ability [19,21,63,65]. The challenges regarding operations based costs
are — developing optimization methods for costs except maintaining a
high quality of services, and designing appropriate pricing models due
to market and demand competition [12,21,22,25,65]. Three prominent
challenges on GCC regarding carbon-di-oxide emission have been intro-
duced in Table 4 such as accuracy in measurement due to nature and
supply chains complexity analysis of carbon emission patterns develop-
ing reduction mechanisms and developing effective offset architectures
for carbon reduction. The energy harvesting involves energy carrier
deficiency during peak periods, and intermittency of natural energy
resources [25,65,66]. The challenges concerning e-waste management
are — safe disposal of hazardous components in waste materials,
managing the life cycle properly due to lack of comprehensive methods,
and regulatory servitude for complying with e-waste rules, which differ
by nation and location [9,45,88]. Defining challenges is comparatively
easier than introducing any solutions against a challenge. So, these
difficulties show how ongoing research and development are necessary
to get beyond the roadblocks and create a GCC environment that is
economical, productive, eco-friendly, and sustainable.

6. Existing strategies and solutions

Conserving energy and having a smaller carbon footprint are the
main benefits of GCC. According to an energy-efficiency standpoint,
cloud service providers can achieve greener cloud computing in two
ways: by increasing the cloud’s efficiency in terms of energy and by
using energy from renewable sources [89]. Replacing powerful PCs
with more energy-efficient models is a simple way to improve energy
conservation for consumers who use the cloud [90]. In addition, basic
methods of cutting down on energy utilization involve switching on
and off cloud server hardware [45] and putting them asleep [9]. More

sophisticated methods include using virtualization strategies to improve
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Table 4
Detailed description of prominent challenges in GCC.

Challenges Description

Energy utilization in data centers Managing optimized use of energy, and developing accurate algorithms for dynamic workloads.
Performance parity and low power Availability of versatile demand levels, ensuring utmost performance with low energy consumption.
Cooling methods Higher intense in energy demands, and unprecedented methods are challenging due to complexity.
Renewable energy incorporation Variations, and the unavailability of continuous power sources generate complications.
Resource distribution Allocating resources by considering real-time requirements corresponding to dynamic responses.
Heterogeneity in resources Management of variety in demanding resources along with heterogeneous composition.
Scalability issues Uplifting scale for resource arrangement to satisfy the progressive requirements.
Cost optimization Diminishing operational expenses except compromising quality assurance in services.
Pricing models Developing appropriate pricing models become comparatively challenging in competitive demand.
Accurate measuring Nature and supply chains hinder accurate measurement of the carbon footprint of cloud activities.
Emission strategies Patterns of carbon emission vary, affect service quality, and increase operational expenses.
Carbon offset Developing effective offset implementations for carbon reduction as greenwashing architecture.
Energy storage Dependency on only battery, and energy carrier deficiency of harvested energy during peak periods.
Intermittency Energy harvesting become unreliable due to the intermittent behavior of natural energy sources.
Obsolete hardware Involvement of hazardous components in waste materials cause challenges against safe disposal.
Lifecycle management Lack of efficient comprehensive methods, managing recycling life cycle becomes in vain.
Regulatory servitude Global cloud functions get more complicated when it comes to complying with e-waste rules, which differ by nation and location.
resource management and auto-scaling structures to build greener com-
puting environments [88]. The GCC emergence is influenced by the
development of green data centers. Green data centers are built with
an all-electrical infrastructure that maximizes energy efficiency and
minimizes environmental impact. This includes computer systems in
addition to illumination, mechanical and electrical components, and
architectural systems [91]. The aforementioned data centers use limited
resources for electricity for all equipment to function and be main-
tained, as well as low-emission construction supplies and other forms
of energy. Implementing eco-friendly cloud computing could be easier
if every data center possessed these attributes [58].

The main advantages of GCC include energy savings, lower carbon
dioxide emissions from ICT-based equipment, increased energy effi-
ciency, and decreased generation of e-waste [57]. Reducing e-waste
and improving energy efficiency can be achieved by switching to
low-powered computing devices from high-powered ones. Energy con-
sumption can be reduced by adaptive scaling architecture and adhering
to energy efficiency guidelines [92]. The emission of carbon dioxide can
be decreased significantly in this way. Virtualization and the creation
of green data centers are the two most important aspects. These two
elements improve energetic efficiency, lessen adverse consequences and
implications on sustainability, and exacerbate resource management
issues [9,34,39,64,93]. This study has identified two key strategies for
lowering server energy use in the scholarly literature: (1) the infrastruc-
ture level, which entails cutting down on one server’s power usage [64],
and (2) data storage at the center level, which entails cutting a group
of servers’ electrical power consumption [58]. Specific methods and
approaches have been designed to minimize energy usage at the first
level at the application, operational, and compiler layers. These tactics
consist of shutting down a number of processors, decreasing CPU clock
speeds, increasing performance per watt, devising a method to function
in higher temperatures, improving workload management efficiency,
and shutting down some parts of the components when not in service,
etc. [62]. Researchers have focused on virtualization approaches for
power consumption in a server pool in the next step. These maximize
resource utilization while offering versatility and durability [94].

Electricity-conscious scheduling and data center architectural opti-
mization have the potential to save a lot of electricity. According to
Kliazovich et al. [11] energy-efficient approaches seek to maximize
the total quantity of resources available that can be placed in sleep
mode by using the minimum number of resources necessary to ac-
complish critical tasks. Three energy-consumption components have
been identified in their work: the energy factor associated with a data
center’s physical infrastructure, computing energy, and transmission
energy [62,95]. The most crucial element is cloud infrastructure, says
Jing et al. [16]. (Servers, shelving, networking hardware, air condi-
tioning units, lighting, etc.). For hardware improvement, researchers
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mostly employed dynamic voltage frequency scaling (DVFS) and energy
management [27]. Software advancements for GCC include superior
performance calculation, distributed and collaborative computing, and
design tactics aimed at enhancing program efficiency and reducing
storage resource usage [91]. In 2009, a method known as heuristics
based on dynamical virtual machine (VM) movement technologies
was proposed to enhance the installation approach for VMs [15]. The
overall energy usage for these systems was 27% lower than that of
the traditional cloud. Over the following years, more research was
conducted on strategies for optimizing cloud resources. Shu et al. [63]
proposed a time-efficient, cost-efficient, and energy-based approach
for clonal selection mechanisms in the cloud environment. To reduce
energy use, Xu et al. [49] developed a management cloud computing
system. A genetic algorithm was suggested by Azaiez et al. [30] that
dynamically planned customer applications, hence lowering energy
use and CO2 emissions. Liu et al. [15], Hulkury and Doomun [9],
and Guazzone et al. [62] all put forth different models or frame-
works for the same purpose. Kolodziej and colleagues [32], Wu and
colleagues [33], Xu and colleagues [87], Cao and colleagues [96],
Kaur and Midha [57], Koutsandria and colleagues [79], Liu and Shu
Zhang [97], and Zhang [98] all provided scheduling algorithms that
effectively boosted resource usage. Interrelated components of cloud
computing with their functionalities have been represented in Fig. 7
and are required to be changed for GCC transformation. The increase in
utilization with less equipment for virtualization and sharing manage-
ment of resources enhances energy efficiency, along with the increment
of e-waste and carbon dioxide [95–99].

There are two accepted methods for cutting energy use: establishing
different levels, like those for data centers, as well as the servers [88].
These two levels can be implemented or completed by minimizing and
optimizing the amount of electricity consumed [91]. The application
development, functioning, and composition layers of servers can be
implemented using a variety of techniques and systems [58]. Virtu-
alization with optimal resource usage, flexibility, and dependability
should be guaranteed with their achievement in order to adopt a level
for information centers [100]. By dispersing workloads among renew-
able energy sources and requiring less energy, virtualization may be
guaranteed. Green energy efficiency and intelligent green data centers
can sustain workload dispersion [101]. Recirculating heat is done by
management with a focus on thermal monitoring to address heating
issues and thermodynamic complexity [38,57,102]. The basic func-
tionalities and interrelated components are depicted in Fig. 7 which
demonstrates the way of converting a cloud computing technology into
a GCC technology.

The goal of GCC is to create an environmentally friendly data center
that uses less energy and emits less carbon dioxide [32] . To do so, emis-
sions of greenhouse gases from GCC must be minimized, and renewable
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Fig. 7. Interrelated components with functionalities for GCC.
energy derived from naturally occurring sources must be utilized [34].
GCC needs to uphold environmentally friendly ICT-based principles and
guarantee two things: service reliability and safety [11]. In GCC, oper-
ational expenses and reliance on very energy-hungry computer systems
ought to be reduced [1]. Reliability and accuracy in computation are
essential, and inexpensive computing systems should be used for this
purpose [4]. GCC should provide a variety of methods for allocating
resources that will guarantee an environmentally friendly cloud en-
vironment by lowering the consumption of electricity, cutting down
on e-waste, improving material allocation productivity, and boosting
energetic effectiveness [5]. Every element is interconnected in order
to create and profit from a green environment for cloud computing.
Reduced energy use will also result in lower operating expenses, less
electronic waste, and fewer greenhouse gas emissions [18,26–28,38].
Energy consumption as well as e-waste will decrease with a decrease
in the use of equipment-based materials. Carbon dioxide production
along with energy consumption will decline with increasing energy
efficiency. Establishing a GCC environment can enhance energy effi-
ciency, decrease the frequency of high-powered equipment usage, and
minimize utilization [8,29,32,34,100]. Thermal regulation is essential
to the optimal operation of data center facilities. It has an enormous
effect on the ecosystem. Lowering energy costs, in this case, can be
achieved by optimizing the data center’s hot and cold air flow through
hardware layout changes, improving the cold air delivery through the
use of a sophisticated controller, or situating data centers in areas
where the annual average outside temperature falls below 13 degrees
Celsius for a minimum of four months [32]. The GENETiC initiative’s
researchers proposed a comprehensive system for energy management
that maximized energy consumption by accounting for the workload
associated with data center cooling, waste heat recovery, local elec-
tricity production, and computer system control and surveillance [3].
Nevertheless, the two primary pillars of environmentally conscious
energy are energy efficiency and the utilization of renewable energy
sources. In the words of Bateman as well as Wood, cloud computing
is ‘‘green’’ as long as it uses renewable energy suppliers [37]. Cutting
the environmental impact is just one of the many noteworthy benefits
of green computing via the cloud [102]. Research publications on GCC
have addressed consumers as well as service providers whose work has
an appetite for using and offering greener technologies. CO2 emissions
serve as a proxy for the environmental sustainability of cloud comput-
ing, according to Garg et al. [101]. They are associated with a direct
as well as indirect connection to energy usage [96]. As a consequence
of improving energy efficiency, this particular problem has been solved
rather than being handled as an independent problem [19].
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Utilizing renewable energy will cut CO2 emissions. Based on three
factors: CO2 emission rate, virtual computer effectiveness, and data cen-
ter power consumption are measures of the portion of the total energy
consumed that is utilized for IT resources — Garg et al. [101] proposed
a system designed to uniformly minimize the environmental impacts
of the whole cloud platform (the quantity of power consumed by a
fully operational virtual machine operating at its full capacity level).
Wadhwa and Verma [88] suggested a two-step process for allocating
and migrating virtual machines: first, The positioning of the virtual ma-
chine (VM) with the host that emits the least carbon dioxide from the
data centers’ distribution; and second, the improved efficiency of VM
allotment within every single data center [34]. Their strategy focuses
on a spatially scattered cloud design by choosing a technique appropri-
ate for the particular setting and selecting an application regulator to
facilitate the decrease of greenhouse gases at the program level, which
enhances the compromise involving Quality of Service (also known as
QoS) along with environmental impact reduction. Williams et al. [34]
analyzed the benefits of cloud computing adoption for medium-sized
businesses, which are significant in terms of reduced energy use as
well as carbon dioxide emissions. The findings suggested that if 80% of
businesses embrace cloud computing, the ICT sector’s carbon footprint
could be cut by 1.7% [38]. Table 5 represents the existing strategies and
advanced solutions that reflect state-of-the-art practices on taxonomical
parameters concerning GCC. Moreover, this comparative analysis of
solutions and strategies introduces the effectiveness and challenges of
implementation.

Apart from Table 5, Anan et al. [37] introduced a dynamic approach
to migration, concerning SLAs which maintains an agreement of service
satisfaction in energy efficiency. Huu et al. [110] developed an action-
oriented framework for resource distribution having the features of
a greedy approach that defines a path to generate a high amount
of revenue. Cao et al. [111] had defined a scheduling mechanism
for jobs with the workflow procedures of efficiency of energy that
saves 38% energy utilization, 29% resource usages, and 22% carbon-di-
oxide emission, 26% e-waste management. Giridas et al. [82] offered a
technique for optimum resource distribution by analyzing the capacity
of processing resources against responses that reduce the possibility of
loss of the generated requests to resources by the executions.

In addition, Mishra et al. [112] had implemented an adaptive
resource management approach corresponding to tasks assigned in the
CloudSim environment that lessens makespan detrimental impact for
heterogeneous GCC environment. Mandal et al. [113] defined a policy
for VM design to execute fewer SLA anomalies. This policy is concerned
with the current status of VM and its workload circumstance. Ismail
et al. [114] developed an edge computing framework to diminish
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Table 5
Comparative analysis of the existing strategies and solutions on GCC according to taxonomical categories.

Reference Taxonomy Environment Findings and contribution

[58] Resource management NS2 GCC simulator Schemes according to performance do not compromise analyzing responses in terms
of high-scale requests.

[79] Resource management CloudSim A sophisticated CSA that offers service satisfaction, and response management
regarding resource distribution.

[81] Energy efficiency CloudSim Fuzzy logics in energy management for VM handling which improves 47% power
optimization.

[84] E-waste REAL CloudSim Coagulated optimization frameworks offer the best network service and proper
e-waste management in VMs of GCC environment.

[103] Operational cost reduction 200 servers based data centers DM tools, and constraint-based auto-scaling methods to diminish issues of CO2

[104] Energy efficiency GC simulator An IEMS architecture for GCC that has been able to save 42% of energy with
thermal control.

[105] Carbon-di-oxide reduction Discrete event simulator A policy for green computation, and carbon-efficient model that lessens 26% energy
usage, and 29% CO2 footprint.

[106] Resource management 4 data centers ACO oriented scheduling, and ant architectural features enhance effectiveness in
resource management.

[107] Energy harvesting 2000 VMs, 200 servers A hybrid productivity model that increase production of power/energy for data
centers.

[108] E-waste CloudSim 3.0.3 VM migration architecture concerning to ACS that offers e-wastage management, and
resource allocation.

[109] Energy harvesting CloudSim Dynamic consolidation in VMs, ACS architecture ensures required energy in
production timely.
waste of energy, and latency as compared to a conventional approach
called Femtolet [110]. Mohammad et al. [115] introduced an optimized
approach called chaotic binary algorithm in CloudSim environment
by applying the chaos principle, and a hill-climbing mechanism that
ensures local optimization. Beik et al. [116] designed a software-
oriented architecture to assess micro mensuration and macro measure-
ment as an energy-conscious layer. Moreover, Guazzone et al. [117]
established a performance measurement automated mechanism for the
dynamic adoption of workloads and violation of quality services. Fathi
et al. [118] designed a consolidation architecture for migrations in
ESV [114], and the maximum is 1998.29%, and the minimum is
17.56% in terms of migrations.

7. Future research directions

Implementing conservation measures successfully for the benefit of
humanity is difficult. Sustainable cloud computing represents one of
the prominent elements of this industry and environmentally friendly
information and communication technologies may offer an efficient
solution [87]. Security and service quality are two aspects that have
been taken into consideration in this context [36–96]. Security may
be guaranteed by safeguarding information that is easily accessible,
and quality of service can be met by guaranteeing customer satis-
faction and resolving environmental protection-related concerns [63].
There are both general as well as certain technical issues, such as
virtualization approaches, security standards maintenance approaches,
software capacity design approaches, and the correct application of
security-related rules and regulations, including thermal conscious-
ness management strategies [46–99]. A crucial and difficult task for
cloud-based computing is creating dynamic programs that improve the
effectiveness of energy and resource management [21]. A lesser amount
of energy ought to be used to add materials and automatic mainte-
nance of users’ happiness should be used to eliminate them [9]. The
use of virtualization can be guaranteed by dividing up the workload
among renewable energy sources and consuming fewer resources [88].
Environmental conservation of energy and intelligent green data center
architecture can sustain workload dispersion [58]. The task scheduling
generates the heating issue. Recirculating heat is done by management
with a focus on thermal awareness to address heating issues and ther-
mal complexity [27,32,62]. Challenges to eco-friendly cloud computing
include ensuring data security, establishing green computing standards,
enforcing regulations, implementing fees for green data centers, and
utilizing renewable energy sources [5,28,39,92,102].
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7.1. Energy efficiency

The creation of ecologically friendly green clouds depends on the
core element of GCC — energy efficiency. Effective power manage-
ment techniques must be used in order to lower the consumption
of electricity at every level of every cloud component (computers,
data center equipment, disks, routers and switches, CPUs, etc.). Anton
Beloglazov published a study on computing via the cloud, including
energy-efficient data centers [5]. The authors conducted a compre-
hensive analysis of power consumption factors, power consumption
modeling, dynamic and static power consumption methodologies, and
issues related to excessive energy consumption in the current study.
The discussion focused on the primary power-consuming components
of cloud computing, which include construction, virtualization, in-order
devices, and data centers, and how power management is classified at
various levels. Dynamic power control systems ensure consistent elec-
trical polarity by activating all cloud facilities without prior resource
assessment, despite of high utilization demands. Recent studies [119]
presented a dynamic electrical power management (DPM) solution to
stop cloud environments from wasting enormous amounts of electricity.
The system forecasts energy requirements, initiates essential cloud
resources, and regulates power voltage based on consumption. Through
adaptive power management techniques, any cloud resource receiving
excessive electricity can be promptly detected and adjusted [3]. This
strategy is referred to as adaptive power optimization. Current trends in
this sector include component-level power management, development
of power monitoring tools, design of power consumption simulators,
implementation of DPM decision-making algorithms, and establishment
of heterogeneous environments [26]. Battery optimization and man-
agement solutions need to be developed to efficiently manage power
on multi-core CPUs seen in today’s clouds. Another important energy-
consuming feature of the cloud is the data center, consisting of various
information management systems and storage devices. Research prob-
lems in this field include developing efficient systems for measuring
electricity usage, implementing adaptive power management struc-
tures, and creating adaptive energy systems for decision-making. To
tackle energy efficiency challenges across all cloud architectural layers,
we require a comprehensive and astute approach due to the rapid
pace of IT development. This study introduces a general framework
for energy efficiency mechanisms in GCC. The representation in Fig. 8
has been depicted with the interaction of end users with 2 consecutive
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Fig. 8. A general proposed architecture for energy efficiency for GCC environment.
Fig. 9. Basic strategical representation of virtualization techniques.
cloud environments along with their components, and the offering
mechanism of the GCC environment with the preserved carbon dioxide
directory.

This research offers a personalized architecture regarding energy
efficiency in the GCC environment. Servers have a massive amount
of resources, and they must have a dataset of logs of utilizing these
resources corresponding to the requests and responses. The amount of
energy consumption is comparatively more extensive than the desired
and maintains an eco-friendly environment. A correlational formula can
be developed to identify the major and inextricable relations between
power consumption or energy requirement and utilization and demand
of resources corresponding to requests. It can be a very useful aid for
edge administrators and cloud governors to appraise energy efficiency
in heterogeneous architectures as resources concerning servers in data
centers.

7.2. Virtualization

Virtualization enables the operation of several virtual machines
on a single physical machine through the use of virtualization tech-
niques [26]. Virtualization enables the creation of several virtual com-
puters capable of doing numerous tasks simultaneously. The software
framework, or hypervisor, communicates with the actual hardware
based on commands from virtual machines (VMs) and acts as the
operating system for them [98]. IT professionals are well-acquainted
with the notion of virtualization, which was first used in older Main
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Structures, seen as the successive generations of computer systems.
Cloud systems are typically built using advanced components, including
RAM, processing units, drives, routers, and adapters [15]. The running
tasks will be allocated the full capacity set before they start using con-
ventional processing techniques. Resources assigned to a task cannot be
interchanged with resources from other concurrent tasks. The assigned
resources are underutilized due to a few jobs impeding their efficiency,
resulting in a longer-than-anticipated execution procedure. Hypervisor-
based virtual machines (VMs) are designed to run many applications
concurrently on the same computer, allowing for resource sharing and
overcoming the constraints of sequential processing [26]. Research on
virtualization has thoroughly investigated operating systems, software,
and hypervisor-based simulations. Virtualization leads to significant
electricity savings during the lifespan of a cloud by utilizing resources
efficiently and minimizing task completion time [21]. The selection
procedure for hypervisors impacts power consumption levels, and opti-
mizing the number of virtual computers according to workload reduces
demand substantially. Virtualization offers benefits such as increased
resource efficiency, reduced infrastructure spending, and optimized
resource utilization [91]. Virtualization has significantly supported the
development of green cloud infrastructure through efficient manufac-
turing, minimal power consumption, optimal resource usage, and cost
savings. The latest advancements in green computing include the ad-
vancement of secure machine virtualization, pooling resources among
virtual machines, dynamic work distribution using virtual machinery,
and cost-efficient virtualization techniques [79]. Although there are
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Fig. 10. Single and multiple tenant isolated and separated or shared and pooled approaches.
still challenges in virtualization related to advanced optimization, most
past studies concentrated on developing an effective approach for cloud
virtualization. Developing new tactics using cutting-edge technologies
to maximize the virtualization process is a critical research topic. Key
virtualization research topics involve modifying resource distribution
and collaboration capabilities while maintaining cloud performance,
along with the automated creation of optimal virtual machines with
abundant resources [45]. A general architecture for GCC has been
depicted in Fig. 9 to demonstrate the orientation of the basic strategical
representation of the virtualization technique.

Virtualization can be enhanced through energy-conscious schedul-
ing architecture on machines. Virtualization influences finance and
energy utilization for data centers due to multi-unit combinations.
Scheduling for machines can be optimized for virtualization through
commandment language binding. Crucial virtual responses and requests
can be identified and expressed through logical indications such as
AND, NOT, OR, NAND, NOR, and so on. A time window against
the responses and requests can be defined that is used to bid the
requirements concerning the time interval in this case.

7.3. Multi tenancy

To cut expenses and maximize the use of available resources, multi-
tenancy refers to the use of a single cloud instance to service several
tenants who belong to the same category [17]. The installation of
cloud information often gave rise to contentious issues regarding multi-
tenancy due to security and confidentiality concerns. NIST [45] allows
numerous users to benefit from just one cloud instance and drastically
cuts down on resource utilization. Multi-tenancy has been identified as
a crucial element of GCC. The Computing Security Association (CSA)
has recognized multi-tenancy as an essential component of GCC (CSA
Guide 3.0) [88]. Since multi-tenancy is implemented at two different
cloud tiers – SaaS and PaaS – it is frequently difficult for users and
novices to understand [91]. At the SaaS level, the capabilities of
installed applications are distributed across several tenants; for ex-
ample, SaaS includes line-of-business software such as the SalesForce
system CRM, that resides in just one instance but serves multiple firms.
Despite belonging to separate organizations, all customers store their
personal information in the identical tables of information that the
CRM program makes available [2]. At the PaaS level, ‘‘multi-tenancy’’
implies the practice of implementing dividing resources among several
customers by employing internet-based technology (processing, the
hard drive, memory for RAM, and so on) while software to minimize
processing expenses and maximize utilization of resources [97] (see
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Fig. 10). Many researches, which are centered on a thorough analysis of
cloud computing multi-tenancy procedure, revealed that multi-tenancy
boosts the earnings for the hosting company by enabling many apps
on just one cloud instance [58]. However, because of concerns re-
garding privacy and security, most service customers are reluctant to
participate in this multi-tenancy setting. For cloud service consumers
to accept multi-tenancy, language proficiency must show that it is a
safe environment for handling and conserving information [27]. Im-
proved multi-tenancy cognitive development, improved multi-tenancy
adjustments, and confidentiality maintained protected connectivity to
multi-tenancy clouds are some of the newest advances in this subject
of green cloud research. Despite being a basic feature of green clouds,
multi-tenancy is currently impacted by security and confidentiality
concerns [29]. The design of safe, safeguarding privacy utilization of
multi-tenant components and safeguarding multi-tenant systems will
present formidable challenges for subsequent studies [19].

Integration of IoT can be a comparatively suitable technology to en-
hance productivity in terms of Multi-Tenancy in the GCC environment.
Supply chain management concerning energy, deployment of sensors
for power lines, diminishing battery constraints, and Demanding power
for network architectures in the GCC environment can be lessened
through the engagement of IoT modules. Since multi-tenancy does not
alert or inform the other users about the sharing status of the resources
to the users while working on the same resources along with responses,
a general notification mechanism can be developed for the system
handler to make this management automated.

7.4. Consolidation

In GCC, consolidation is the procedure of setting up numerous
data center-related applications for processing data on a single server
via virtualization technologies [57]. The focus is on decreasing power
consumption, maximizing virtual system utilization, and facilitating
load distribution at the process level. This is the primary outcome
facilitated by virtualization. The advantages of flexible virtualization
consolidation, the need for rearrangement, and the process were all
covered in great depth by Anton Beloglazov et al. [29]. They discussed
how to combine a single physical system with several distinct virtual
machines (one-many technique) and multiple traditional servers with
various machines (a great deal - numerous ways). To illustrate the
process of moving virtual computers into the cloud, they offer both on-
line determinate and indeterminate ways [63]. Using a threshold-based
strategy to group virtual machines on an IaaS platform will effectively
control the load and prevent issues with capacity underutilization [87].
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Fig. 11. GCC eco-friendly system approaches.

They presented the idea of flexible threshold percentage computation
based on the specifications of the present-day VM and historical usage
records, as opposed to their prior threshold number-based approaches.
As he was merging virtual machines, academic Hosseini brought up the
current problems [96]. To minimize server interruptions the resource-
incentivized consolidation approach expects intelligence assistance. In
order to overcome the limitations of the consolidating procedure’s
ongoing challenges, he developed the IPFS (Innovative Power Fun-
damental Scalability) based virtualization consolidation technology.
This technique saves energy by operating the computing devices at
different voltage harmonics [19]. Currently, the most prominent topics
in the field of greener internet virtualization consolidation include
procedure effectiveness, threshold-based reorganization, and adaptive
aggregation. Some prospective research issues in this field include the
development of intelligence aid in virtual machine synthesis, multi-
aspect-based threshold-valued calculations, resource exploitation, and
server outage monitoring [92].

GCC is an advanced technology for supporting IT solutions concern-
ing umpteen advantages such as container as a service (CaaS) [120].
CaaS provides aid to run apps in distinct virtual environments, and
containerization belongs to massive beneficial attributes such as scala-
bility, portability, and so on. Designing a consolidation that will be able
to replace the container during the replacement of virtual machines on
the GCC environment. The method should have decision-making capa-
bility regarding concurrent container migration during replacement VM
machines regarding multiple criteria.

7.5. Eco-friendliness

For individuals to successfully preserve a secure lifestyle, it is es-
sential to consider both the environment and the economy. However,
in reality, regulations for the environment become impediments to eco-
nomic growth as the natural world deteriorates and economic activity
rises [36]. Environmentally conscious computing promotes the integra-
tion of the environment and the economy through the use of advanced
technology. GCC refers to the development of environmentally friendly
cloud systems that aim to minimize activities that have a detrimental
impact on the environment, while also preserving ecological quali-
ties [102]. Sustainable development and its features have been depicted
in Fig. 11 related to Eco-Friendliness.

The investigation primarily focuses on energy efficiency since it
helps decrease the demand for energy generation, hence contribut-
ing to reducing carbon dioxide and other greenhouse gas emissions.
The current energy industry mostly relies on coal- and nuclear-based
power production technologies, which release significant amounts of
greenhouse gases into the environment, in order to meet our energy
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needs [100]. In 2010, Green Peace International issued a compre-
hensive report containing precise data and estimates to demonstrate
the environmental consequences of cloud computing and its compo-
nents [8]. China and India are reportedly beginning to feel the impact
of significant carbon footprints due to the rapid growth of their ICT
sectors, according to suggestions. This field of research largely concen-
trates on developing sustainable technologies, such as carbon emission
calculators that assess the impact of clouds on the environment. To
prioritize the clouds according to various GCC criteria, it is necessary
to develop a complete methodology [101].

7.6. Energy harvesting

Energy harvesting for GCC is a promising approach that aims to
mitigate the environmental impact of data centers and cloud computing
services. The massive energy consumption of data centers, coupled
with their increasing demand and carbon footprint, has raised con-
cerns about sustainability and energy efficiency. Energy harvesting
techniques harness renewable energy sources, such as solar, wind, or
kinetic energy, to power cloud computing infrastructure and reduce
reliance on fossil fuels. By integrating energy harvesting technologies
into data centers, cloud service providers can lower operational costs,
decrease greenhouse gas emissions, and contribute to a more sustain-
able IT ecosystem. This research has offered a predictive mechanism
for energy harvesting in a GCC environment. Fig. 12 illustrates that the
integration of energy storage and power management enables efficient
energy harvesting for many demanding tasks, including memory man-
agement, communication, actuation, sensing, processing, and control
management.

This innovative approach aligns cloud computing with green ini-
tiatives, paving the way for a more eco-friendly and energy-efficient
future in the digital era. Energy harvesting for GCC offers several
benefits that go beyond environmental considerations. By adopting
renewable energy sources, cloud service providers can enhance their
energy resilience and reduce their dependence on traditional electricity
grids. This resilience becomes crucial during power outages or grid
instabilities, ensuring uninterrupted service availability for critical ap-
plications and users. Moreover, energy harvesting solutions can be
deployed at various scales, from individual data centers to distributed
cloud infrastructures, making them adaptable and scalable to different
operational needs. This flexibility allows cloud providers to optimize
their energy usage based on demand fluctuations and regional energy
availability, resulting in cost savings and improved efficiency.

Moreover, using energy harvesting technologies can stimulate inno-
vation in the design and infrastructure of cloud computing. Efficient
hardware and software solutions can be created to improve the alloca-
tion of resources, management of workloads, and cooling mechanisms,
resulting in a further reduction in overall energy usage. Furthermore,
using environmentally friendly energy practices in cloud computing
can bolster the standing of cloud service providers, rendering them
more appealing to environmentally concerned clients and companies
in search of sustainable solutions. The favorable perception of green
cloud services can result in enhanced market competitiveness and wider
acceptance, ultimately facilitating the transition towards a more en-
vironmentally friendly and socially accountable IT business. Although
energy harvesting for GCC offers many benefits, it is crucial to tackle
issues such as the sporadic nature of certain renewable energy sources
and the requirement for effective energy storage solutions. To overcome
these problems, it is necessary to engage in ongoing research, make
technological progress, and foster collaboration between the cloud
computing and renewable energy industries. By actively pursuing GCC,
it is possible to significantly diminish the carbon footprint of the digital
environment and promote the creation of a more sustainable future.

GCC faces suffering due to power constraints and crucial compu-
tation assignments, meanwhile, IoT can provide a facility to solve
these issues. An efficient energy harvesting mechanism along with IoT
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Fig. 12. Approach of energy harvesting.
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utomation can introduce intelligence in computation. A personalized
pinion is to arrange optimization in offloads, focus exhaustion on
nergy sources, consider latency, analyze the task accomplishment rate,
nd efficient use of the rest of the energy in terms of energy harvesting
rom any reliable sources that will be suitable for GCC. Moreover, deep
eural network architecture-based reinforcement learning mechanisms
an be developed and integrated into the system utility for enhancing
he analysis of energy harvesting.

.7. Impact of emerging technologies in GCC

GCC must have been influenced by emerging and modern technolo-
ies such as the Internet of Things (IoT), data mining, machine learning,
nformation retrieval, quantum computing, data center-related emerg-
ng technologies, and so on. Quantum Computing can contribute to
ynamic revolution regarding optimization of energy, complexity of
omputations, distribution of resources corresponding to requests, and
o on. Similarly, IoT and machine learning can enable predictive anal-
sis, current time analysis and monitoring, prediction of operational
xpenses, and many more. Information retrieval and data mining can
nhance identifying ways of storage optimization, data, and expense
anagement prediction according to analysis. Moreover, data center-

elated emerging technologies can offer advanced and smart cooling
rchitectures along with a sustainable GCC environment. A tremendous
umber of emerging technologies generate impact on GCC, however,
his research has considered the following state-of-art technologies for
ddressing them through discussion in the following sub-subsections.

.7.1. Quantum computing
Quantum Computing (QC) has immense significance in optimizing

CC workloads, enabling data encryption, and lowering detrimen-
al impact through transformative strategies. QC offers innovation in
educing CO2 footprint while executing higher computations, and re-
ource management [25,65,92,102]. QC can be applied in versatile
irections, by creating indefinite binding, through creasing and sup-
ressing signals at proper and improper directions on GCC environment
22,28,39]. QC can also enhance its impact on GCC by elaborating
he neural network technology with the term ‘‘Quantum’’ as Quantum
eural Networks (QNN). QC-based feed forwarding approach lessening

he complexity in terms of accomplishing non-linear computations in
CC [121–124].

Resilient architectures for QC can ensure security vulnerabilities,
nd design threat dimensions along with vectors on the GCC environ-
ent due to higher response handling, and required power for it. QC

an offer capabilities in computation with utmost accuracy except de-

ending on maximum power dependency. Even QC handles complexity
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egarding latency status, energy harvesting, power dependency [25,65,
6]. GCC is massively influenced by QC through offering standardized
olicy guidelines, invulnerable communication among components of
CC, prediction on congestion rate at networking level, efficient use of

pectrum [21,22,123,124].
QC can integrate spectrum efficiency in sensor interconnected net-

orks, TDMA, heterogeneous multiplexing nodes, schemes regarding
ommunication in the GCC environment [65,66,123,124]. Dynamic
ehavior in duty cycle, master control, orthogonal frequency, and
ognitive multiplexing are trending for integration in diminishing op-
rational expenses, and e-waste management in GCC. QC introduces
ustainable and influential practices in e-waste management through
ransformative strategies concerning the dependency on hardware re-
ources corresponding to the requests of the workloads and calibra-
ion [29,57,63,87].

QC encourages space–time and adaptable configuration for routing,
he flow of traffic, cooling architectures for GCC computation, and
nergy circulation. Machine learning often merged with QC in terms
f generating appropriate predictive analysis on costs, optimization,
pplications, power requirements, and so on [21,22]. Moreover, IoT
ntegration in GCC is being optimized by QC through automation mon-
toring and handling in computation, garbage identification, wastage
xtraction, launching cooling operations, and carbon-di-oxide obser-
ation acutely. Eventually, the term QC has been integrating acute
nalysis on GCC to identify its exact state-of-the-art requirements,
dvancements, and development indeed [25,29,63].

.7.2. Internet of Things (IoT)
Internet of Things (IoT) accumulates an extensive number of current

ime data regarding energy requirement, energy consumption, number
f requests of resources, number of executed tasks, and number of
esponses corresponding to requests in the GCC environment during ex-
cuting operational workloads. Sensors integrated architectures of IoT
nhance the monitoring facilities in e-waste management, automation
n power requirement analysis, energy utilization, resource distribution,
nd so on [29,123,124].

Management scheme of duty cycle in an adaptable manner that
nhances current time congestion identification and avoidance, and
omputation processing. Combined AmBC and IRS approaches for pro-
ucing vector analysis on beamforming, and iterative reflection of
hase shifting coefficient [25,123,124]. It also lessens transmission
nergy requirements in the GCC environment at the operational access
oints. Deep learning-based IoT-edge enabling computation for offload-
ng to ensure the privacy of operations at GCC environment through the
ntegration of Q-learning and probabilistic decision features [125–127].
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Rendezvous area using clustering at the center of networking ar-
chitecture as a sustainable routing mechanism for reducing energy
consumption during commencement of IoT structures [25,127]. Het-
erogeneous nodes arrangement in energy controlling scheme to identify
the scarcity of nodes and its failure during operation for low energy
supply [126]. Energy harvesting mechanism with C-IoT structure for
making less energy required communication among resources during
handling requests and responses in GCC [126,127].

System architecture as green IoT that is responsible for keeping
quality on resource management service and e-waste management aids.
A cooperative and collaborative G-IoT network architecture for GCC as
a preponderant link identifier and selector regarding analyzing proba-
bility of exact requirement of energy corresponding to utilization dur-
ing executions [19–22,125]. A heterogeneous resource identification
and allocation scheme as G-IoT network architecture considering multi-
stage heuristic calculation and scheme. Spatial spectrum analysis and
efficiency in utilization to handle request and response patterns through
pre-caching mechanism with heuristic calculations [126]. Moreover,
the Sharing platform of the spatial spectrum enhances efficiency in
utilization and lifetime of network structure in GCC. All of these collab-
orations influence GCC for advancement in sustainability development
through lowering CO2 emission, resource distribution management,
automation in energy efficiency, and e-waste management [29,127].

7.7.3. Machine learning
Machine Learning (ML) can integrate predictive schemes and in-

telligent analysis on resource distribution during serving, upcoming
workloads, rate of utilization of the cooling system, amount of e-
waste, and operational expenses in the GCC environment. ML performs
pattern prediction regarding energy requirements and consumption.
Load equilibrium, latency management, task scheduling in dynamic
scale, and so on has been enhanced through the integration of ML in
GCC [128,129].

Load equilibrium mechanism to handle a set of requests to serve
efficiently as responses. Linear programming, ML, and predictive algo-
rithms discover cost-effective ways to manage responses correspond-
ing to requests [29,57,63,87]. Gaussian statistical measure-based aug-
mented optimized strategy to ensure the privacy of operations at GCC
environment through the integration of Q-learning and probabilistic
decision features [25,65,128,129]. A set of hyperparameters that cer-
tifies accurate, best, and fair machine learning models. In addition,
this Bayesian-based hyperparameter optimized the consumption of en-
ergy, computation complexity, and time. ML strategies according to
knowledge dependent with PyKale programming interface to gener-
ate interpretable multimodal regression [29,63,87]. A framework that
can analyze and examine CO2 footprint, and energy demand. The
architecture is completely decentralized and quantifies CO2 footprint.
Moreover, ML-involved predictive analytics helps cloud-based environ-
ments become increasingly flexible and responsive, which helps create
a more environmentally friendly and sustainable computing ecosystem
[57,87,128,129].

7.7.4. Data mining and information retrieval
Data Mining and Information Retrieval ensure optimization in en-

ergy utilization, and provide aids in analyzing patterns of request
duplication, demanding storage, and assignment frequency of resources
according to requests [19,22,57,63]. Information retrieval especially
offers the identification of request-oriented information for pattern
analysis, and it is really helpful for managing resource allocation.
In addition, information regarding e-waste and CO2 are also filtered
through data mining and information retrieval [22,63,128,129].

A stream mining method of data integrated with ensemble archi-
tectures to ensure cost-effective and waste-sensitive computation, and
management in GCC [22]. ML predictive and classification strategies

as Pareto-optimal designs that optimize resource distribution oriented
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constraints along with enhancing computational principles, [22]. A self-
adaptive architecture that can compromise 37% energy utilization, and
this structure builds interrelated patterns for analyzing between latency
efficiency and power requirement [63,128].

Power monitoring and management scheme for resource schedul-
ing through processed information from requests as queries such as
queries on available resources, power, expenses in GCC environment
[57,87,129]. Energy harvesting for lowering expenses for execution of
the operations by about 29% except for maintaining service quantity
and quality. Data-driven technologies integrated with data mining
for energy optimization to remove contextual issues regarding GCC
and recommend potential patterns of requirements. Even this type
of arrangement has optimized the service quality in terms of rec-
ommendation about 46%, and regression about 74% [29,57,63,87].
Moreover, this integration saves energy consumption, and contributes
comparatively efficient architectures, diminishing detrimental impacts
on the environment due to GCC activities, and operations.

7.7.5. Data center technologies
Data Center Technologies has a pivotal and significant impact on

GCC in the field of power optimization, carbon dependency, e-waste
concentration, cooling architectures, and so on. Modern data center
architectures involve utilizing liquid filter-based cooling structure, AI-
integrated cooling structure, and management of thermal issues [29,
63]. Among the tremendous amount of potential impact, the Opti-
mization method in spaces for data storage in GCC to convert the
traditional databases to the green realm of data that lowers dependency
on each other during executing functions in the GCC environment. This
optimization offered multiple mappings on multiple values based table
instead of the original relational arrangement of data table [121–123].

A combination of IT infrastructure and mechanism of energy supply
have been investigated to identify and analyze the demanding server
resources. Even photovoltaic panels as preliminary sources, and wind
turbines for energy harvesting had been integrated to manage electrical
and power-oriented architectures [29,57,63,87]. Emerging technolo-
gies have the potential influence of resource virtualization such as
servers, and other hardware concerning to energy efficiency to deter-
mine and analyze the patterns of demanding pricing models [57,87].
Fi technology in the GCC is responsible for transforming computa-
tions, storage, and data centers into green modules as eco-friendly
components of GCC [57,128].

A centralized system for managing energy in GCC resources com-
bined servers into one place in data centers, which reduced the number
of power devices connected to GCC networks needed and made the
best use of it [8,36,102]. A method called TrimTree has been applied
on DCN to generate logic for operations concerning to consolidation
of resources, and appropriate proportions of energy in terms of com-
putations [17,45]. A migration mechanism for virtual machines has
been implemented that handles overloading difficulties and maintains
underloading facilities for the arrangement of data centers in GCC
environment [129].

SC-DAFC architecture-based cooling arrangement considers several
climate statuses, ventilation availability, thermal issues, and recovery
processes and techniques of heat. Further studies explore developing
a GCC model to lower system expense, and assess the system perfor-
mance [8,36,102]. In addition, a method to find the gap regarding
energy utilization and requirements among data centers also have
been investigated. The researchers also developed a fine-tuned archi-
tecture for distributing heterogeneous resources in GCC environment
[17,45]. Moreover, containerization, migration, virtualization, and en-
ergy production in data centers contribute to GCC being sustainable

globally [76].
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8. Conclusion

Cloud computing is a sophisticated and ever-changing technology
that integrates advanced ICT-based capabilities. With the exponential
growth in demand for cloud services, it has become imperative to
address the environmental impact of data centers. The use of GCC
presents a viable method for decreasing carbon emissions, energy us-
age, and resource consumption in cloud infrastructures. During this
survey, we highlighted the key issues encountered by the GCC, which
include energy efficiency, carbon emissions, resource allocation, and
e-waste management. Several approaches and technologies have been
suggested to address these challenges, such as using energy-efficient
hardware and software resources, employing dynamic resource allo-
cation algorithms, and incorporating renewable energy sources. More-
over, there are ample opportunities for extending the scope of GCC.
Potential avenues for future investigation include the development of
novel algorithms, technologies, and metrics to assess the ecological
impact, improve the efficient use of resources, and promote sustain-
ability in cloud systems. By addressing the complex challenges of GCC
and implementing state-of-the-art solutions, we can establish a solid
foundation for a more sustainable future in cloud computing.
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